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Abstract Tidal dynamics and especially storm surges can have an extensive impact on coastal fresh
groundwater resources. Combined with the prospect of sea-level rise and the reliance of many people on
these resources, this demonstrates the need to assess the vulnerability of coastal areas to these threats. In
this study, we investigated the impact of tides and storm surges on coastal groundwater at a pilot location
on the Dutch coast (viz., the Sand Engine). To monitor changes in groundwater salinity under a variety of
conditions, we performed automated measurements with electrical resistivity tomography for a period of 2
months between November 2014 and January 2015. The obtained resistivity images were converted to
salinity images, and these images served effectively as observations of the impact of tidal fluctuations, salt-
water overwash during storm surges, and the recovery of the freshwater lens after land-surface inundations.
Most of the observed changes in groundwater head and salinity could be reproduced with a two-
dimensional variable-density groundwater flow and salt transport model. This shows that groundwater
models can be used to make accurate predictions of the impact of tides and storm surges on fresh ground-
water resources, given a thorough understanding of the (local) system. Comparisons of measurements and
model simulations also showed that morphological changes and wave run-up can have a strong impact on
the extent of land-surface inundations in (low-elevation) dynamic coastal environments, and can therefore
substantially affect coastal fresh groundwater resources.

Plain Language Summary Most coastal regions in the world rely on groundwater as their main
source of fresh water. The availability of fresh water in many coastal communities is threatened by popula-
tion growth, sea-level rise, and increases in the number and intensity of storm surges. This threat raises the
importance of an optimal management of fresh groundwater in coastal areas to limit the salinization of
fresh groundwater resources. However, the management of coastal groundwater is often complex and data
is limited. In this research we have successfully used electrical resistivity tomography to measure effect of
tides and storm surges on fresh groundwater at a pilot location on the Dutch coast (called the Sand Engine).
In addition, most of the measured changes in groundwater head and salinity could be imitated with a
numerical groundwater model. This proved that with a thorough understanding of the local system,
groundwater models can be used to make accurate predictions of the impact of tides and storm surges on
fresh groundwater resources.

1. Introduction

Most coastal regions in the world rely on groundwater as their main source of fresh water for agricultural,
domestic, and industrial sectors. However, in many coastal regions, the availability of fresh groundwater is
threatened by unsustainable levels of groundwater extraction and rising sea-levels [Ferguson and Gleeson,
2012]. Combined with the likely continuation of sea-level rise (SLR) and increase in the frequency and inten-
sity of storm surges [Nicholls, 2010; Wong et al., 2014], this will lead to more seawater intrusion (SWI) in
coastal aquifers. One important driver of the increase in SWI will consist of more extensive and frequent
land-surface inundations (LSI) [Ketabchi et al., 2016]. In particular (low-elevation) coastal groundwater sys-
tems with shallow groundwater levels are vulnerable in this respect, because these systems are most sus-
ceptible to LSI and SWI [McGranahan et al., 2007], and an increase of the groundwater level in response to
SLR is restricted [Michael et al., 2013].
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These threats and the reliance of many coastal communities on fresh groundwater raise the importance of
an optimal management of fresh groundwater in coastal aquifers to control or mitigate salinization [Khan
et al., 2015]. However, the management of coastal groundwater can be complex, because the extent of LSI
and SWI depends on many factors: e.g., groundwater extractions, aquifer hydraulic properties, and coastal
hydrodynamics and morphodynamics [Ferguson and Gleeson, 2012; Vallejos et al., 2014]. Several studies
have therefore stressed the importance of intensive monitoring, to acquire more data in different hydrogeo-
logical conditions and in real-world coastal aquifers [Werner et al., 2013; Ketabchi et al., 2016].

A promising monitoring technique for LSI and SWI in coastal aquifers is (time-lapse) electrical resistivity
tomography (ERT) [de Franco et al., 2009; Ogilvy et al., 2009; Henderson et al., 2010; Morrow et al., 2010; Her-
mans et al., 2012]. In ERT, the noninvasive direct current (DC) resistivity method is used to visualize the sub-
surface resistivity distribution in two or three-dimensional images [Revil et al., 2012]. One of the main
advantages of this method is the ability to conduct automated time-lapse measurements along multidi-
mensional arrays, and therefore to provide images of the evolution of the fresh-salt groundwater distribu-
tions over time [Ogilvy et al., 2009]. Additionally this technique can help to constrain or validate parameters
in groundwater models [Comte and Banton, 2007; Nguyen et al., 2009; Beaujean et al., 2014].

Many studies have addressed the possible effects of climate change and in particular SLR on coastal
groundwater resources [Oude Essink et al., 2010; Watson et al., 2010; Chang et al., 2011; Webb and Howard,
2011; Michael et al., 2013]. Most of these studies have neglected LSI [Ataie-Ashtiani et al., 2013], and recent
studies have shown that LSI can have a significant impact on SWI in coastal aquifers [Ketabchi et al., 2014;
Morgan and Werner, 2014]. LSI is primarily driven by coastal forcing (Figure 1), ranging from tidal fluctua-
tions with a small to negligible impact on the mixing zone, to episodic events such as storm surges that can
lead to significant SWI [Ataie-Ashtiani et al., 1999; Wilson et al., 2011]. Many laboratory and modeling studies
have examined the impact of coastal hydrodynamics and morphodynamics on aquifers [Robinson et al.,
2007a; Kuan et al., 2012; Liu et al., 2012; Yang et al., 2013; Holding and Allen, 2015; Levanon et al., 2016]. How-
ever, only a few studies have compared model simulations with real-world measurements over an entire
lunar cycle [Abarca et al., 2013; Heiss and Michael, 2014]. These studies have demonstrated that tides create
complex flow patterns.

Coastal forcing can also lead to significant changes in coastal geomorphology, e.g., migration of sandbars
or coastal erosion [Anthony, 2013]. Complex fluid and sediment interactions, such as interactions between
breaking waves, wave run-up and run-down, and groundwater flow in the swash zone, strongly determine
the accretion or erosion rate of a coastal beach [Bakhtyar et al., 2009]. The resulting cross-shore and along-
shore morphological evolution of a coast can have large influences on the extent of SWI and LSI [Ataie-Ash-
tiani et al., 2013; Zhang et al., 2016].

Figure 1. Illustration of coastal flow processes at the measurement site.
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In this study, we investigated the impact of coastal hydrodynamics and morphodynamics on coastal
groundwater with geophysical measurements and model simulations during the winter of 2014–2015. We
have used time-lapse ERT to perform automated measurements of changes in the fresh-salt groundwater
distribution in a mega-nourishment pilot called the Sand Engine, located in the Netherlands [Mulder and
Tonnon, 2011]. The aim of this study is to examine the impact of coastal forcing on the fresh-salt groundwa-
ter distribution, to evaluate the quality of time-lapse ERT as a monitoring method of LSI and SWI in coastal
aquifers, and to assess the ability of a variable-density groundwater and coupled salt transport model to
simulate the observed variability and change. For the evaluation of time-lapse ERT as a monitoring method,
we have performed sensitivity analysis and synthetic modeling as described in Henderson et al. [2010].

The most innovative aspect of this study is that we combined intensive monitoring of SWI and LSI with
detailed model simulations over a period of several months. The morphodynamic environment of the mea-
surement area resulted in the measurement of the impact of tides, storm surges, and coastal geomorpho-
logical changes on the fresh-salt groundwater distribution in a real-world coastal aquifer. The paper first
briefly describes the study site and monitoring setup, and then provides an overview of the key results
from time-lapse ERT measurement. Next, the model setup, calibration, and results are described, evaluated,
and discussed, emphasizing on the quality of ERT measurements for the monitoring of SWI processes.

2. Data and Methods

2.1. Study Site: The Sand Engine
The Sand Engine (also called Sand Motor) is a pilot project that consists of the construction of a concen-
trated (mega) beach nourishment of 21.5 million m3 sand at the Dutch coast in 2011 (Figure 2), and the
evaluation of this new type of nourishment with respect to current practices in the Netherlands (i.e., large-
scale distribution of sand). The postulated theory is that natural forces (wind, waves and currents) will grad-
ually distribute the replenished sand along the retreating coast, support natural dune growth, and simulta-
neously limit the disturbance of local ecosystems. First results confirm that the mega-nourishment led to a
growth of adjacent coastal sections and dunes [de Schipper et al., 2016]. In addition, recent research showed
that concentrated mega-nourishments can lead to an increase of local fresh groundwater resources [Huizer
et al., 2016].

In the study area, the primary source of fresh groundwater is precipitation, which was on average 938 mm
per year in the period June 2011 until May 2016. Another important source of fresh groundwater is the

Figure 2. Contour map and hydrogeological cross section of the Sand Engine between 27 October and 1 November 2014, with the location of the monitoring wells, ERT measurement
transect (red line), and the groundwater model transect (black line, A – A’). The dashed line in the cross section marks the bathymetry prior to the construction of the Sand Engine.
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inflow of groundwater from the adjacent dune area Solleveld through the unconfined coastal aquifer. In
general this coastal aquifer consists of 15–25 m fine to coarse sand (median grain size of 150–400 mm),
with a few thin discontinuous clay layers, and is separated from underlying aquifers by a layer of clay and
peat (Figure 2). Groundwater head measurements in the dunes and previous model simulations of the
area [Huizer et al., 2016] indicate that groundwater flows downward through this aquitard. Groundwater
level measurements in monitoring wells 1–8 (Figure 2) on the Sand Engine show no long-term trend,
which suggests that the initial effect of the nourishment on groundwater heads is currently small or
absent. However, the volume of fresh groundwater resources seems to be gradually increasing in the
study area, and in the remainder of this paper we have investigated the impact of tides and storm surges
on these resources.

2.2. Resistivity Imaging (ERT)
Most applications of ERT are based on the analysis of contrasts in the electrical resistivity of sediments or
fluids to monitor processes in porous media [Kuras et al., 2009]. In this case, the contrasts in the electrical
resistivity are primarily caused by differences in water content, and groundwater salinity. The measurement
of the DC resistivity is based on the injection of an electrical current in the ground with multielectrode
arrays and measurement of the potential differences in the other electrodes. An increase in the distance
between electrodes reduces the spatial resolution and enlarges the depth of investigation, while different
pairs of injection electrodes along the profile line allow imaging of the resistivity distribution of the
subsurface.
2.2.1. Measurement Setup
We conducted automated time-lapse ERT measurements from 14 November 2014 10:58 until 20 January
2015 10:23, along an 80 m transect at the outer perimeter of the Sand Engine (Figure 2), situated perpendic-
ular to the shoreline (i.e., cross-shore direction). The surface elevation along the transect varied from 11 to
13 m MSL, encompassing the local mean high water (MHW) height of 11.09 m MSL at the site (Figure 3).
Alongside this transect two monitoring wells (D1 and D2) were installed for the measurement of groundwa-
ter heads and groundwater conductivity (Figure 2). This specific location was selected for three reasons: (1)
the local topography was relatively simple and similar along the shoreline; (2) field data and model simula-
tions indicate that the dominant groundwater flow direction was cross-shore, and therefore parallel to the
transect; and (3) this section of the Sand Engine was most vulnerable to LSI. The 2-D measurement setup
requires a (predominantly) parallel direction of groundwater flow and LSI, to avoid a misinterpretation of
observed changes in the resistivity images.

Figure 3. Cross section of the ERT measurement transect containing the implemented consecutive model surface elevations, where the
wave-shading pattern indicates the erosion of sand in the measurement period. The horizontal arrows and vertical black lines mark the
reduction of the ERT measurement transect on 12 December 2014 and 10 January 2015.
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For all ERT measurements, the dipole-dipole configuration was implemented, which is a conventional and fre-
quently used configuration in surveys since it is sensitive to lateral changes while the acquisition time is fast,
something of importance in time-lapse studies. The measurement setup consisted of 160 electrodes with a
constant spacing of 0.5 m between each electrode. Each electrode was connected to an iron pin—located at
the same position and depth as the electrode—with a stainless steel wire. All electrodes were buried in a
trench with a depth of 0.3–0.5 m below surface, for public health and safety and to protect the electrodes
from coastal forcing and vandalism. The measurements were carried out and controlled with the MPT DAS-1
Electrical Impedance Tomography System, which was placed (with all related equipment) in an elevated and
locked container to protect the instruments. The system was connected with another buried electrical cable
to the electricity network in the Argus (video sampling) station, which is located in the center of the Sand
Engine [Rutten et al., 2017]. In addition, the system was connected to the Internet with the MRD-350 industrial
mobile broadband (3G router), to be able to remotely monitor and control the measurements.

However, substantial coastal erosion during the measurement period (Figure 3) led to the exposure segments
of the electrode array, and consequently broken electrode connections. This rendered lower sections of the
electrode array unusable, and therefore the number of available electrodes dropped during the measure-
ments (Figure 3): all 160 electrodes were employed until 11 December 2014, 96 electrodes until 9 January
2015, and 47 electrodes until 20 January 2015. In order to maximize the number of measurements, the time
interval between measurements was reduced in accordance with the decline in electrodes. Until 23 December
2014, the measurements were conducted with an interval of 30 min, from 24 December 2014 to 13 January
2015 19:00 with an interval of 15 min, from 13 January 2015 19:00 to 20 January 2015 with an interval of 10
min. This coastal erosion also affected the measurements in monitoring well D1 and D2, and reliable ground-
water level and groundwater conductivity measurements could only be obtained until 19 December 2014.
2.2.2. Resistivity Inversion
All resistivity measurements were inverted with the four-dimensional (4-D) inversion algorithm as described
by Kim et al. [2009, 2013], and Karaoulis et al. [2011], where inversion is the procedure to go from the mea-
sured data to an inverted resistivity image, also called a tomogram. In this algorithm both data and model
are defined in space-time coordinates, and regularizations in both space and time domains are adopted to
reduce inversion artifacts and to stabilize the inversion. The objective function consists of three terms that
are minimized in a trade-off manner: data misfit, model roughness in the space domain, and model rough-
ness in the time domain [Kim et al., 2009]. The minimization is expressed either in terms of the L1 norm or
the L2 norm, and the selection of the norm is dependent on the behavior of the data and the inverse model
parameters [Kim et al., 2013].

The inversion was conducted sequentially with five monitoring surveys or reference time steps in each
inversion, and every inversion used homogeneous half-space as the starting model. The inversion model
consisted of 159 columns with a constant spacing of 0.5 m, and 9 layers with a variable thickness of 0.167–
0.833 m. All minimizations were expressed in terms of the L2 norm (i.e., full least-squares minimization), and
the inversion of the model roughness in the space domain was conducted with a constant Lagrangian mul-
tiplier of 0.1. In addition, negative apparent resistivities and one electrode (and related electrode combina-
tions) with a continuously high contact resistance where excluded from the inversion. All resulting
unweighted and weighted RMS errors in the inversion process remained below 1%.
2.2.3. Salinity-Conductivity Relationship
For the comparison of the inverted electrical resistivities with model simulated salinities, we estimated the
salinity (expressed in total dissolved solids—TDS) from the inverted bulk electrical resistivities (q in Ohm m)
using a similar procedure as described in Post [2012] and Hermans et al. [2012]. First the groundwater resis-
tivity (qw in Ohm m), and inversely the groundwater conductivity (rw in S m21) was estimated from the
bulk resistivity with a variant of the classical Waxman and Smits [1968] model. The cation exchange capacity
in this model was ignored, because the clay fraction in the upper part of the sand nourishment is negligible
(Figure 2). This reduces the model to a simple linear relation:

q5 qw �
F

sw
n

; r5 rw �
sw

n

F
(1)

where F is the electrical formation factor of the sediment, sw is the relative water saturation, and n is the sat-
uration exponent.
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The focus of this research was limited to the saturated zone, and thus sw was constrained to a value of 1.
Estimated salinities in the unsaturated zone were therefore excluded from the analysis of the effect of tides
and storm surges. The formation factor was also estimated with equation (1), i.e., equal to the ratio between
the groundwater conductivity and the bulk conductivity (r in S m21): on-site measurements of the ground-
water conductivity between 14 November 2014 10:58 and 11 December 2014 03:57 in monitoring well D1
(Figure 3) at a depth of 20.5 m MSL were divided by the inverted bulk conductivity at the same approxi-
mate position. Ignoring anomalous conductivities, this resulted in an average formation factor of 4.2 in this
period with a standard deviation of 0.3, which is similar to literature values for coarse sand [Friedman, 2005;
Goes et al., 2009]. The variability in the formation factor was mainly a result of fluctuations in the on-site
measured groundwater conductivity, and a gradual decline in only the inverted bulk conductivity. Possibly
the water inside monitoring well D1 was more sensitive to LSI, which led to a larger response in conductiv-
ity and the absence of a (clear) falling trend.

Groundwater salinities were estimated with the salinity-conductivity relationship as defined in the algorithm
of the Practical Salinity Scale (PSS) 1978 [Fofonoff and Millard Jr., 1983]. This so-called Practical Salinity Sp is a
dimensionless measure of salinity, which is defined in terms of the ratio with the conductivity of standard
seawater (Sp 5 35) at a temperature of 158C, and at atmospheric pressure. The calculation of Sp is depen-
dent on the electrical conductivity, the temperature, and (water) pressure at depth of the measurement
[IOC et al., 2010]. Temperatures were estimated with measurements in monitoring well 2 at a depth of
20.2 m MSL (Figure 2), which dropped from 13.88C on 14 November 2014 to 10.68C on 20 January 2015.
Deviations from atmospheric pressure were ignored in the calculations, because the observed variations in
atmospheric pressure have negligible effects on the Sp. The PSS 1978 is only defined for salinities in the
range 2< Sp< 42. Consequently, for salinities between 0 and 2 the extension of the PSS 1978 as defined by
Hill et al. [1986] was adopted. The dimensionless values for Sp were converted to salinities in g TDS L21,
with the relationship between the chloride concentration and the Practical Salinity as described in Millero
et al. [2008].

2.3. Variable-Density Groundwater Flow Model
For the analysis of the observed changes in groundwater head and salinity in the fresh-salt groundwater
mixing zone, we developed a 2-D variable-density groundwater model with a horizontal spacing of 0.2 m
and vertical spacing of 0.2 m. Variable-density saturated groundwater flow and coupled salinity transport
were simulated with the computer code SEAWAT [Langevin et al., 2008]. The governing flow and solute
transport equations in SEAWAT are coupled and solved with a cell-centered finite difference approximation.
Numerous studies have used this model code to simulate variably-density, transient groundwater flow in
coastal environments [Mao et al., 2006; Robinson et al., 2007b; Heiss and Michael, 2014; Pauw et al., 2014].
Pressure heads and saturation levels in the unsaturated zone will have an important impact on infiltration
rates, however in this research we have focused on processes in the saturated zone. In the simulations we
have assumed that the infiltration of freshwater by precipitation and seawater by LSI occur instantaneously.
We believe this choice is justified because of the high infiltration rates of the coarse sand, and the relatively
shallow unsaturated zone along the measurement transect (maximum 2 m).

The groundwater flow model was situated perpendicular to the shoreline, alongside the ERT measurement
transect (Figure 2). Based on four boreholes with a depth of 20 m below surface, situated 7–400 m from the
model transect, we modeled two aquifers and one aquitard (see cross section in Figure 2). The aquifers con-
tain fine-grained to medium coarse-grained sand and occasionally shells, and the aquitard consist of sandy
clay to clay.
2.3.1. Initial Conditions
The groundwater head and salinity distribution at the start of the time-lapse ERT measurement were recon-
structed with model simulations from the completion of the Sand Engine in June 2011 until the start of the
measurements in November 2014. The initial distribution of the groundwater salinity in the model was
defined completely saline, i.e., equal to the average seawater salinity at the site of approximately 28 g TDS
L21 [Rijkswaterstaat, 2012]. In the intervening period, the Sand Engine experienced substantial geomorpho-
logical changes, in particular along the outer perimeter of the peninsula, where the shoreline retreated
approximately 200 m [de Schipper et al., 2016]. These geomorphological changes of the Sand Engine were
monitored with monthly to bimonthly topographic surveys (including bathymetry) as part of an intensive
monitoring program. Dependent on the monitoring frequency and the extent of morphological change, we
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have updated the surface elevation every 1–3 months in the model by sequential grid regenerations. For
the extent of the morphological change, we used this criterion for the exclusion of topographic surveys: the
maximum (horizontal) shift in the topography, above the mean neap tide height (10.86 m MSL) and below
the maximum run-up height (in the concerning period), should be smaller than 10 m. The excluded surveys
(8 out of a total of 30 surveys) where either conducted in the summer season (fewer storm surges), or sur-
veys that were conducted quickly after another (e.g., twice in 1 month).
2.3.2. Boundary Conditions
Sea-level fluctuations were based on high frequency (10 min time interval) tide gauge measurements (also
called Still Water Level: SWL) in the harbors of Scheveningen and Hoek van Holland, which are located
7.5 km north and 9.3 km south from the study site. Based on the position of the study site, we used an aver-
aged time series of both measurement sites as an estimate of the local sea-level fluctuations. This approxi-
mation was corroborated with a comparison to short-term on-site sea-level measurements between 17
September and 23 October 2014, which revealed an absolute mean error of 0.06 m and a RMSE of 0.075 m.
In the model simulations, only sea-level fluctuations larger than 2 cm were incorporated, which resulted in
stress periods with a variable duration of 10–190 min.

Based on the sea-level and the topography, the inundation extent was determined for every stress period, and
modeled as ‘‘General Head (head-dependent) Boundaries and Drains’’ as described in Mulligan et al. [2011]. All
model layers in the phreatic aquifer (Figure 2) were defined convertible (saturated thickness) and rewettable
with a wetting threshold of 0.01 m [McDonald et al., 1992]. Despite this relatively small wetting threshold, and
detail in the simulation of the sea-level fluctuations, not all model cells were reactivated in every stress period
unless an additional infiltration rate was added to the simulations. This deficiency was only observed for sea-
levels that were larger than the MHW height. Therefore, to ensure a reactivation of all inundated model cells,
an additional infiltration of 0.008 m per minute of seawater was added to the area of inundation for sea-levels
larger than the MHW height. The adopted infiltration rate was the lowest rate that led to a reactivation of all
inundated model cells, and this rate equaled the drainable volume of two model layers over a 10 min period.

Besides this simulation of the SWL (model scenario S1), two additional model scenarios (S2 and S3) with
estimations of, respectively, the wave setup height and the wave run-up height at the site were imple-
mented to study and improve the resemblance of the simulations with reality (Figure 1). Wave setup is
defined as the local rise of the mean seawater level (with respect to SWL), caused by wave breaking. Wave
run-up is defined as the maximum level of wave up-rush on the beach (with respect to SWL), which is only
exceeded by 2% of run-up events. The wave setup height <g> and wave run-up height R2 in every stress
period were estimated with general empirical expressions [Stockdon et al., 2006]:

<g> 50:35 bf H0L0ð Þ1=2 (2)

R251:1 0:35 bf H0L0ð Þ1=2
1

H0L0 0:563bf
210:004

� �� �1=2

2

 !
(3)

where H0 is the deep water significant wave height, L0 is the deep water wave length, and bf is the fore-
shore beach slope. The significant wave height and wave length were estimated with measurements at the
‘‘Euro platform’’ of the Ministry of Infrastructure and the Environment (Rijkswaterstaat), which is located
50 km southwest from the study site (Figure 4).

Wave setup (S2) was modeled similarly to the observed sea-level fluctuations (SWL), and wave run-up (S3)
as the combination of wave setup and wave up-rush (Figure 1). Nonlinear effects of wave setup on the sur-
face water level were not included, because possible seawater circulations through the aquifer will probably
have a small to negligible effect on the fresh-salt groundwater distribution. Wave up-rush was modeled as
an infiltration of seawater, between the wave setup height <g> and the wave run-up height R2. The infil-
trated volume of seawater at the wave setup height <g> was estimated—in every stress period—as
the drainable storage (determined by specific yield) between SWL and <g>. Above the wave setup height
<g>; this infiltration volume was reduced linearly to a value of 10% at the wave run-up height R2.
The value of 10% is a best guess that was based on the number of run-up events that reach the run-up
height R2 (generally between 1 and 3 events in 10 min), the average infiltrated volume at the wave setup
height <g> (0.013 m between June 2011 and 20 January 2015), and the assumption that at least 0.001 m
infiltrates during every run-up event.
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The inland boundary of the model was simulated as a constant groundwater head and constant concentra-
tion boundary, where the vertical distribution and change of the groundwater head and salinity in the
boundary were estimated with a separate 1-D groundwater flow model. This 1-D model consisted of the
same hydrogeological properties as the calibrated 2-D model (Table 1), groundwater recharge, and the local
saline groundwater head (monitoring well 8). Based on groundwater level measurements in monitoring
wells 2, 4, and 8 and the local topography, we assumed that the change in groundwater salinity was pre-
dominantly determined by groundwater recharge. The local groundwater head was assigned to the bot-
tommost model layer and defined as a variable head, equal to the daily moving average of the measured
groundwater head in monitoring well 8 for the period 1 June 2014 to 20 January 2015 (Figure 2). In the pre-
ceding period, we have implemented the average groundwater head. The salinity in this bottommost layer
was set equal to average seawater salinity.

Hourly measurements of precipitation and reference crop evapotranspiration at a measurement station in
Hoek van Holland were used to estimate groundwater recharge. The hourly groundwater recharge was line-
arly distributed over smaller-sized stress periods. For the estimation of the potential soil evaporation, we
used crop coefficients for bare or sandy soil [de Bruin, 1987; Meinardi, 1994; Spieksma et al., 1996]: 0.6 for the
summer (April–September), and 0.9 for the winter (October–March). Monthly precipitation and potential
soil evaporation were subtracted, in order to generate monthly estimates of the fraction of the hourly pre-
cipitation that reaches the groundwater level. It is important to note that this approach might lead to an
overestimation of soil evaporation in months with prolonged dry periods, which will mainly affect the sum-
mer season and to a lesser extent the winter season.

Table 1. Calibrated Parameter Values Implemented in the Model Simulations

Layer Type Parameter Value

All model layers Longitudinal dispersivity 0.02 m
Transverse dispersivity 0.002 m

Phreatic aquifer Horizontal hydraulic conductivity 36 m d21

1: [above 29 m MSL] Vertical hydraulic conductivity 18 m d21

Specific yield 0.20
Aquitard Horizontal hydraulic conductivity 1.15 3 1021 m d21

1: [–13 to 214 m MSL] Vertical hydraulic conductivity 1.15 3 1022 m d21

Specific storage 2 3 1024

Aquifer Horizontal hydraulic conductivity 36 m d21

1: [–9 to 213 m MSL] Vertical hydraulic conductivity 7.2 m d21

2: [–14 to 217 m MSL] Specific storage 2 3 10–4
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platform’’ (50 km southwest from the study site).
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2.3.3 Model Calibration
The groundwater model was calibrated with measurements of the groundwater head in multilevel moni-
toring well 2, which is situated alongside the 2-D model (Figure 2). This monitoring well contained two
well screens, situated in separate aquifers (see cross section in Figure 2). The calibration was performed
with model scenarios S1, S2, and S3 (respectively SWL, wave setup, and, wave run-up), for measurements
from 1 May 2014 until the start of the scenario simulations on 21 October 2014. The calibration strategy
consisted of extensive sensitivity analyses, manual model parameter calibration, and comparisons of
measured and simulated groundwater heads for the calibration period. In this strategy, we have adopted
two calibration criteria: the error between the measured and simulated groundwater head should be
smaller than the observed variation in groundwater level (average standard deviation is 0.1 m in the cali-
bration period), and the simulated groundwater head should correlate with the observed fluctuation
pattern.

The parameter calibration comprised of the manual adjustment of a selection of the most sensitive model
parameters: (horizontal and vertical) hydraulic conductivity, storage coefficients, and (longitudinal and
transverse) dispersivity. These adjustments consisted of small incremental changes from an initial best
guess, which was based on previous model simulations in the same area [Huizer et al., 2016]. Other parame-
ters such as groundwater recharge were based on measurements, and were excluded from the calibration.
The longitudinal and transversal dispersivity were adapted in agreement with the observed mixing zone
thickness. The calibrated set of model parameters is shown in Table 1.
2.3.4. Model Scenarios
As described in section 2.3.2, the observed SWL, estimated wave setup, and estimated wave run-up were
implemented in three separate model scenarios (S1, S2, and S3), to analyze the reproducibility of the
observed LSI and SWI processes in the ERT measurements. These model scenarios S1, S2, and S3 were exe-
cuted for the initialization period of 1 June 2011 (completion Sand Engine) to 21 October 2014, and the
study period of the 21 October 2014 to the end of the ERT measurements on 20 January 2015. The simula-
tions were started before the ERT measurements to incorporate the storm surge that occurred between 21
October 2014 16:00 until 22 October 09:00 (significant offshore wave height of 4–5.4 m, and offshore wave
period of 6.3–7.2 s). This storm surge led to the inundation of the entire measurement transect, as indicated
with the highest measured SWL on the 22 October 2014 in Figure 5. This was the most intensive storm at
the Sand Engine since 6 December 2013, which led to the highest seawater level and consequently the
most extensive LSI of the measurement period. Other storms that occurred during the measurement

Figure 5. Cross section with the observed surface elevations at the measurement site: 27 October to 1 November 2014 (black line), and 17
to 24 January 2015 (grey line). The wave-shading pattern between the lines marks the erosion or accretion of sand in the intervening
period. The red lines mark the ERT transect and the blue dashed lines mark the three highest SWL in the measurement period.
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period were on 11 December 2014 (significant offshore wave height of 3–4 m, and offshore wave period
of 5.5–6.5 s) and on 11 January 2015 (significant offshore wave height of 3.5–4.2 m, and offshore wave
period of 5.8–6.7 s), and the highest measured seawater levels during these storms are also indicated in
Figure 5.

Coastal forcing—and the earlier mentioned storm surges in particular—led to substantial morphological
changes at the Sand Engine in the measurement period, as illustrated in Figure 5. This morphological
change is based on two extensive topographic (including bathymetry) surveys that were conducted on the
Sand Engine between 27 October 2014 and 1 November 2014, and between 17 and 24 January 2015. Each
survey produced a large collection of height measurements that were spatially interpolated to obtain an
estimation of the surface elevation along the model transect (Figure 5). The disparity between these surface
elevations shows the retreat of the shoreline at the site during the surveys. In order to obtain an optimal
correspondence in the actual and the modeled topography, the horizontal average of both surface eleva-
tions was used as an estimation of the intermediate elevation along the model transect from 12 to 31
December 2015. Before and after this period, we have adopted interpolations of the two topographic meas-
urements (see dashed line in Figure 5).

In order to study the effect of groundwater recharge on the salinity distribution in more detail, model sce-
nario S3 was also simulated without groundwater recharge. This simulation was only executed for the study
period after the calibration (21 October 2014 to 20 January 2015), and preceding simulations of model sce-
nario S3 were used as initial conditions.

3. Results

3.1. Groundwater Head
In most of the calibration period, the simulated groundwater head in the model scenarios closely resemble
the observed fluctuation pattern, substantiating that the groundwater model accurately describes the
course of the groundwater level and groundwater flow in the study site (Figure 6). The absolute mean error
between the measured and simulated groundwater head of model scenario S1, S2, and S3 is, respectively,
0.06, 0.05, and 0.05 m in the phreatic aquifer (RMSE 0.07, 0.06, and 0.05 m), and respectively 0.13, 0.12, and
0.10 m in the bottom aquifer (RMSE 0.17, 0.15, and 0.13 m). Wave setup (S2) and in particular wave run-up
(S3) results in larger LSI and consequently higher groundwater levels. Overall, the observed fluctuation in
groundwater head can to a large extent be explained by variations in sea-level (spring tide-neap tide cycle),
coastal geomorphology, groundwater recharge, and groundwater flow across the inland model boundary.
The initial deviation of the groundwater head of approximately 0.20 in the bottommost aquifer—in contrast
with the resemblance in the upper aquifer—is probably caused by underestimations in the inflow of
groundwater across the inland model boundary in the previous period, possibly in combination with geo-
logic differences.

Focusing on the effect of tides and storm surges, Figure 6 shows that for most LSI instances (indicated with
black arrows) the simulated increase in groundwater head is similar to the measurements (e.g., on 9 and 24
September), while in some instances the model overestimates the increase in groundwater head (e.g., on
14 and 30 July). Probably the primary cause for this contrast are mismatches between the actual and mod-
eled topography, which is a consequence of continued morphological changes between the bimonthly
topographic surveys. For example, photographs of the Sand Engine from the Argus (video sampling) station
indicate that a sand bar developed in the intertidal zone, after the storm surge on 9 July 2014 (Figure 4),
and this sand bar could have dampened the extent of the LSI on 14 and 30 July.

As for precipitation, Figure 6 shows that precipitation led to negligible to small rises—often in the
order of centimeters—in the measured groundwater level, as for example during relatively high rain-
fall events on 27 May (17.7 mm in 15 h) and 28 July (16.8 mm in 11 h). Because the measured pre-
cipitation was probably generally close to reality, this indicates that the volume of groundwater
recharge was substantially reduced due to evaporation and storage. In most instances, the simulated
response to precipitation was similar to the measured response, however in some instances (e.g., the
period of high rainfall between 13 and 25 August) the simulated change in groundwater head
appeared to large when compared with measurements. This suggests that either the simulated
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evaporation in this period was underestimated, or that the volume of precipitation stored in the
unsaturated zone was larger than anticipated.

The performance of the calibrated model was examined with observations of the groundwater level
from 7 November to 19 December 2014, taken in monitoring well D1 and D2 (Figure 7). These observa-
tions were situated near the local MHW height of 11.09 m MSL and were therefore more exposed to
sea-level fluctuations in comparison with monitoring well 2. The similarity in the observed and simulated
groundwater head in this period confirms the reliability of the calibrated model at different distances
from the local MHW height. The absolute mean error between the measured and simulated groundwater
head of model scenario S1, S2, and S3 is respectively 0.142, 0.138, and 0.135 m for monitoring well D1
(RMSE 0.19, 0.18, and 0.17 m), and respectively 0.14, 0.13, and 0.11 m for monitoring well D2 (RMSE 0.20,
0.18, and 0.15 m).

During the first 4 weeks (7 November to 5 December), the weather conditions were generally calm with low
wave heights (Figure 4), in contrast with the stormy conditions in the last 2 weeks (5–19 December). This
resulted in fewer and less extensive inundations in the period before 5 December, and consequently smaller

Figure 6. (a) Measured groundwater head (gray line) in the upper well screen of monitoring well 2 and (b) the lower well screen of moni-
toring well 2, with the simulated groundwater head of model scenario S1 (SWL, blue line), S2 (wave setup, green line), and S3 (wave run-
up, red line). The vertical grey bars mark topographic surveys on the Sand Engine, the arrows mark LSI instances where the sea-level was
higher than the Mean High Water Spring (MHWS) height of 11.28 m MSL, and the black bars indicate the daily precipitation (in mm d21)
with a maximum of 21 mm on 22 August 2014.
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variations in groundwater head, and this contrast is captured in both the measured and simulated
groundwater head. However, in some periods the simulated and measured groundwater head
diverge, as for example between 17 and 22 November. Photographs of the study site from the
Argus (video sampling) station indicate that this mismatch is probably caused by a sand bar, which
(slowly) developed in the intertidal zone in this period, and this shortened or dampened the extent
of inundations.

In addition, the figure shows that in many instances the response of the groundwater head to LSI is under-
estimated. However, comparisons of the model scenarios (Figure 7) suggest that the incorporation of wave
run-up led to a small improvement in the simulation of the response of the groundwater level to coastal
hydrodynamics and morphodynamics. In particular in scenario S1 (SWL), the model seems to underestimate
short-term fluctuations in groundwater level, but the incorporation of wave run-up in model scenario S3 led
to additional inundation height of 0.1–0.7 m.

3.2. Land-Surface Inundation (LSI)
For the analysis of the frequency and extent of LSI during the measurement period, observed instances of
LSI along the ERT measurement transect were compared with the simulated LSI in model scenario S1 (SWL)
and S3 (wave run-up; Figure 8). In both measurements and model simulations, we have defined the maxi-
mum extent of LSI (defined with respect to the seaward boundary of the electrode array) on the basis of

Figure 7. Measured groundwater head in monitoring well (a) D1 and (b) D2, and simulated groundwater head in model scenario S1 (SWL,
blue line), S2 (wave setup, green line), and S3 (wave run-up, red line).
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the first substantial deviation in the resistivity or salinity (at least 100%) in the upper layers of the phreatic
aquifer.

Variations in the extent of LSI (Figure 8) show that LSI are not only dependent on the sea-level, but also on
the storm intensity, and (changes in) the local topography (i.e., surface elevation and morphology). Changes
in the storm intensity can lead to substantial variations in wave run-up, and therefore to an extension of LSI
in instances with equal sea-levels. The simulations confirm the importance of wave run-up by showing that
the incorporation of wave run-up reduces the underestimation in the level of LSI and lowers the error
between the measured and simulated extent of LSI in all instances. However, variations in the local topogra-
phy, due to the continued retreat of the shoreline (Figure 5), can also lead to substantial shifts in the area of
inundation.

3.3. Groundwater Salinity
The inverted time series of resistivity images of 14 November 2014 to 20 January 2015 were converted to
salinity with the procedure that was described in section 2.2.3. In the presentation and discussion of the
results, we have concentrated on these salinities to be able to differentiate between fresh, brackish, and salt
groundwater, to improve the connection of changes in salinity with LSI or other processes, and to perform
side-by-side comparisons with the model simulated salinities. But first this time series of interpreted

Figure 8. Maximum extent of LSI (m) along transect with respect to seaward boundary of the ERT measurement, for model scenario S1
(SWL, blue line), and S3 (wave run-up, red line).
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groundwater salinities was used to investigate the effect of coastal hydrodynamics and morphodynamics
on the fresh-salt groundwater distribution. In this study, we have focused on the change in groundwater
salinity between the groundwater level and a depth of 21 m MSL, because the aim of this study lied on
fresh groundwater resources and this depth range encompasses most of the observed changes in the
fresh-salt groundwater mixing zone, and because the ERT data were most sensitive and therefore reliable
near the surface (see Appendix A).

The observed changes in groundwater salinity in the measurement period show that in most instances an
increase in salinity coincides with tides and storm surges, and that the impact varies with the extent of the
inundation. This is illustrated in Figure 9, with the (average) maximum increase in salinity and the (average)
total increase in salinity during LSI between 14 November and 11 December, for LSI with sea-levels larger or
equal to 10.86 m MSL (Mean High Water Neap: MHWN), 11.09 m MSL (MHW), and 11.28 m MSL (MHWS).
Decreases in salinity along the measurement transect are predominantly caused by falling groundwater lev-
els (frequently as a consequence of LSI), and to a lesser extent by (high) rainfall events (Figure 10). However
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some of the (small) changes in the measured salinity cannot be explained by LSI and recharge. Possible
causes for these are small fluctuations in the electrical resistivity, measurement errors (related to disconnec-
tion of electrodes or rapid changes in resistivity), and changes in moisture content in the unsaturated zone.

For the examination of particular effects of LSI (e.g., wave run-up and recharge) on the fresh-salt groundwa-
ter distribution, we compared measured and simulated changes in groundwater salinity. The comparison of
the change in salinity was conducted in two respects: first in relation to the change in groundwater salinity
(Figure 10), and second in time (Figures 11 and 12) with respect to the salinity distribution on the 14
November 2014 11:00 (start of measurements). Changes in the length of the electrode array (Figure 3) were
adopted in the comparison with model simulations, and only sections with reliable measurements were
compared.

The overall resemblance between the measured and simulated change in groundwater salinity demon-
strates—in particular for model scenario S3—that the changes in groundwater salinity along the measure-
ment transect are primarily determined by sea-level fluctuations and associated groundwater flow (Figures
10 and 11). In addition, the contrast in the reproducibility of the observed phenomena between model sce-
nario S1 (SWL), S2 (wave setup), and S3 (wave run-up) substantiates the importance of a reliable estimation
of LSI, and in particular wave run-up.

Groundwater recharge has a small effect on the groundwater salinity in the measurement period (see Fig-
ure 12). Many differences in the measured and simulated salinity are probably caused by underestimations
in the extent of LSI, e.g., the effect of inundations between 14 and 20 November, and between 20 and 24
December is underestimated (Figure 8). Other possible causes for differences between measured and simu-
lated salinities are related to errors in the conversion of the electrical resistivity to groundwater salinity,
underestimations in the fluctuation in the groundwater level (see Figure 7), or changes in measured resistiv-
ity that are related to moisture content.

Comparisons of the absolute groundwater salinity in measurements and simulations shows that the general
pattern matches, with increases in salinity due to inundations and a small fresh to brackish groundwater lens
on the landward side (Figure 13). The complete time-series of the measurements and simulations is included

Figure 11. Change in salinity (g TDS L21) with respect to the initial salinity distribution, for the observed salinity (gray line), model scenario
S1 (SWL, blue line), S2 (wave setup, green line), and S3 (wave run-up, red line). Instances of LSI (m) of (sections of) the transect are shown
with dark grey bars. The letters A, B, and C mark the time of the three images shown in Figure 13.
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as supporting information. But some groundwater salinities appear to be underestimated in the model simula-
tions or overestimated in the converted salinities. Conversely, the groundwater salinity at the seaward side
appears to be higher in the simulations. These differences are probably caused by the inversion (smoothing
and artifacts, see Appendix A), errors in the conversion of the resistivity to groundwater salinity, errors in the
initial salinity distribution, or mismatches in the salinization of the coastal aquifer during LSI.

4. Discussion

4.1. Imaging Groundwater Salinity With ERT
The time-lapse ERT measurement yielded a time series of 2-D images of electrical resistivities. For the visual-
ization of changes in the fresh-salt groundwater distribution, and for the comparison with model simula-
tions, these resistivities (inverse is conductivity) were converted to groundwater salinities with the Practical
Salinity Scale (PSS) of 1978. The salinity-conductivity relationship in the PSS-1978 is determined by labora-
tory experiments on (diluted) standard seawater, and is therefore only applicable to water with a similar
composition of major ions (viz., Na1, K1, Mg21, Ca21, Cl–, HCO–

3, SO2–
4 ) as standard seawater. Groundwater

salinities at the study site are predominantly a result of the mixing of seawater and rainwater, and will sat-
isfy this requirement to a large extent. However, variations in the chemical composition will probably occur
at low salinities (smaller than 2 g TDS L21), because of the (relatively small) inflow of coastal groundwater
and the formation of ions—in particular bicarbonate (HCO–

3)—by chemical processes. In addition, small
errors or variations in the electrical formation factor can result in substantial deviations in the determination
of the groundwater conductivities.

This time series of estimated groundwater salinities, and accordingly time-lapse ERT, provided us the instru-
ments to effectively investigate the impact of coastal hydrodynamics and morphodynamics and precipita-
tion on coastal groundwater. The 2-D images contained detailed information on the extent of LSI, and on
the change in the fresh-salt groundwater distribution over time. In particular the ability to perform (auto-
mated) measurements in multiple dimensions for a period of 2 months was a benefit of the time-lapse ERT.
For example, with this method we were able to delineate the extent of multiple inundations with relative
accuracy, and coincidentally observe the (2-D) impact on the fresh-salt groundwater distribution. However,

Figure 12. Change in salinity (g TDS L21) with respect to the initial salinity distribution, for the observed salinity (gray line), and model sce-
nario S3 (wave run-up) with recharge (red line) and without recharge (orange line). The precipitation is given in mm d21 with black bars.
The letters A, B, and C mark the time of the three images shown in Figure 13.
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Figure 13. 2-D images of the (left) measured and the (right) simulated groundwater salinity (S3, wave run-up) for three instances: 14 November 11:00 (start of measurements); 1 Decem-
ber 15:00 (after a calm weather period); and 11 December 19:30 (after substantial inundations). These instances are also indicated in Figure 11 and Figure 12 with letters A, B, and C.
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an aspect that occasionally led to small anomalies is related to the duration of each individual measure-
ment, which varied between 10 and 30 min. Rapid changes in groundwater salinity and saturation levels
during individual measurements caused local anomalies in the electrical resistivity.

It should be noted that inversion of resistivity images often results in nonunique solutions of the electrical
resistivity, and that the resolution of inverted images decreases with depth. Generally a decrease in resolu-
tion leads to a larger deviation from the actual or earth resistivity and a stronger effect of the starting model
and chosen regularization criteria on the acquired data. Inundations of the electrode array can also lead to
a reduction in the resolution, because the highly conductive surface-water layer causes a preferential flow
of the electrical current [Henderson et al., 2010]. This was anticipated in this study and therefore we have
focused on data that was acquired close to surface, between the groundwater level and a depth of 21 m
MSL as described in section 3.3. Potential poor resolutions in inundated segments of the electrode would
only be temporary, and the shallow fresh or brackish groundwater lens in these segments would probably
become completely saline. In addition, the reliability of the inversion process was substantiated by low RMS
errors (smaller than 1%).

4.2. SWI Processes Due to Tides and Storm Surges
The similarity of the measured and simulated groundwater head, extent of LSI, and change in groundwater
salinity proves that reliable simulations of the fluctuation of the groundwater head in complex dynamic
coastal environments can be conducted with the adopted simulation methodology. With detailed informa-
tion on fluctuations in sea-level, topography, and precipitation, it was possible to relatively accurately repro-
duce short and long-term variations in LSI and groundwater salinity with the calibrated variable-density
groundwater model. Here, the incorporation of wave setup and especially wave run-up in the simulations
led to a substantial improvement in the estimation of the extent of LSI and SWI. This suggests that in areas
with gently sloping beach profiles the extent of inundation could be underestimated when wave run-up is
neglected, especially during storm surges.

An important cause of the observed differences between measurement and simulations is probably related
to the morphological evolution—between the monthly to bimonthly topographic surveys—that was not
incorporated in the simulations. This morphological evolution resulted in a gradual retreat of the shoreline
(often exacerbated by storm surges) and the formation of sandbars along the outer perimeter of the Sand
Engine, which resulted in shifts of the inundated area. These sandbars could have led to a shift in the loca-
tion where waves break and reduced wave run-up, and (partially) blocked the flow of seawater, especially
when sandbars were connected along the shoreline. Thus, small morphological changes can lead to sub-
stantial changes in the area of inundation and wave run-up, and therefore have a strong impact on fresh
groundwater in coastal aquifers. For the improvement of simulations of groundwater salinity in such
dynamic coastal conditions, it is necessary to incorporate more information on the morphological change
during storm surges. Thus, for accurate and detailed delineations of the groundwater head and salinity in
local dynamic coastal environments, it is recommended to monitor the local topography frequently or to
perform accurate morphological simulations.

In general the simulated fresh-salt groundwater distribution matches the observed patterns in the time-
lapse ERT images. These are patterns such as the observed development of a small fresh to brackish
groundwater lens after the intensive storm in the night of 21–22 October 2014, and the gradual saliniza-
tion of the aquifer due to repeated LSI. Deviations in absolute groundwater salinities are probably pri-
marily caused by a combination of errors in the inversion (e.g., over smoothing and inversion artifacts,
see Appendix A), errors in the conversion of electrical conductivities to groundwater salinities, errors in
the wave setup and wave run-up height and related LSI and SWI during storm surges, and errors in the
simulated fresh-salt groundwater distribution in the period previous to the measurements. To differenti-
ate the contribution of each of these factors and to improve simulations in these local dynamic coastal
environments, it is recommended to perform more extensive measurements of the groundwater salinity.
In addition, wave setup and wave run-up height was estimated with empirical run-up formulas, where
the infiltration of seawater by wave run-up was roughly estimated. This approach generally improves the
simulation of SWI processes in these environments, but refinements in the prediction of the extent of LSI
and the infiltrated volume of seawater can lead to further substantial advances. For example, the incor-
poration of unsaturated zone processes in the approach could improve the estimation of the volume of
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seawater that infiltrates during wave run-up, because the infiltration is probably very sensitive to the sat-
uration level.

5. Conclusions

The measurements show that time-lapse ERT can be a valuable and promising technique for the measure-
ment of temporal and spatial changes in groundwater salinity in dynamic coastal environments. ERT can
especially be effective in the measurement of rapid processes such as the effects of saltwater overwash and
intrusion during and after storm surges. The observed changes in salinity due to groundwater recharge,
tidal dynamics, and storm surges could to a large extent be simulated by a variable-density groundwater
model, suggesting that given a thorough understanding of the (local) system, groundwater models can be
used to make predictions of the effects of tides and storm surges. However, an accurate numerical simula-
tion of the effect of LSI in (topography-limited) dynamic coastal environments, and especially during storm
surges, requires detailed information about morphological changes along the coastline and reliable esti-
mates of the extent of wave run-up.

Appendix A: Synthetic Modeling

The resolution of the inverted resistivity images and potential inversion artifacts was evaluated with a syn-
thetic modeling exercise, consisting of the inversion of simplified hypothetical resistivity images [Henderson
et al., 2010]. In this study, two hypothetical cases with a shallow fresh groundwater lens—representative of
the conditions at the study site—were created with a 2-D groundwater model: case 1 with a sea-level
height equal to MHW (1.09 m MSL), and case 2 with an LSI (1.1–2.2 m MSL) of the fresh groundwater lens
(Table A1).

This 2-D model contained the same hydrogeological properties and model parameters as the calibrated
model, as described in section 2.3.3. The implemented model grid was identical to the tomogram: 159 col-
umns with a constant spacing of 0.5 m, 28 layers with a constant thickness of 0.167 m, and a surface eleva-
tion that consists of the 160 measured electrode elevations (incorporated as model nodes). The
groundwater salinities in unsaturated model cells were set to 0.1 g TDS L21. Figure A1 shows the simulated
groundwater salinity in case 1 and 2.

The generated salinity distributions were converted to resistivities with equation (1), using the same forma-
tion factor as described in section 2.2.3 and the assumption that the groundwater conductivity and ground-
water salinity are similar. The resulting resistivities were averaged from 27 to 9 model layers, in accordance
with the inverse model used in the time-lapse measurements: 159 columns with a constant spacing of
0.5 m, 9 layers with a variable thickness of 0.167–0.833 m. In addition, we added random electrical noise of
1 mV V21 to the inverse models of case 1 and 2 to simulate the field data.

In order to assess the effect of the chosen minimization norm, both cases were inverted with the full least-
squares inversion (minimizing in L2 norm) and the full L1 norm inversion (minimizing L1 in norm). In addi-
tion, to assess the effect of Lagrangian multipliers, both cases were also inverted with the constant multi-
plier of 0.1, and the automatic calculation of the multiplier that is based on the Active Constraint Balancing
(ACB) technique [Yi et al., 2003].

The inverted distributions of the groundwater salinity (Figures A2 and A3) closely resemble the simulated
distributions (Figure A1) for both cases; the overall pattern is captured with all chosen minimization norms
and with both the automatic (ACB) and constant Lagrangian multiplier. All inversions also seem to result in

Table A1. Model Parameters in Case 1 ‘‘MHW’’ and Case 2 ‘‘LSI’’

Model Parameter Case 1 ‘‘MHW’’ Case 2 ‘‘LSI’’

Groundwater recharge 1.4 mm d21 1 0.2 g TDS L21 0.97 mm min21 1 0.2 g TDS L21

Initial conditions 1.2 m MSL 1 28 g TDS L21 Output of case 1
Inland boundary 1.1 m MSL 1 fresh/salt groundwater

interface at 0.45 m MSL
1.1 m MSL 1 fresh/salt groundwater

interface at 0.45 m MSL
Model period 180 days 360 min/6 h
Sea-level 1.09 m MSL 1 28 g TDS L21 1.1–2.2 m MSL 1 28 g TDS L21
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an over smoothing of the simulated fresh-salt groundwater mixing zone, and this effect increases with
depth, parallel with the decrease in resolution.

In addition, Figures A2 and A3 show that most vertical features in groundwater salinity near the bottom of
images are not present in the simulations, and are probably caused by the decrease in resolution with depth.
These inversion artifacts occur with both the L1 and L2 minimization norms, and with the automatic and con-
stant Lagrangian multiplier. However, the images suggest that the automatically calculated Lagrangian multi-
plier is more vulnerable to these inversion artifacts. For an exact comparison of the inversion methods, we
have added the weighted RMS error of the inverse model and the RMS error of the groundwater salinity
(inversion compared with simulation) in Table A2. The RMS error is lowest for the L2 norm minimization and
the automatic Lagrangian multiplier, but the differences between the inversion methods are small.

Figure A2. Inverted groundwater salinity of case 1 ‘‘MHW,’’ with (top) L1 or (bottom) L2 minimization norms and an (left) automatic or (right) constant Lagrangian multiplier.

Figure A1. Simulated groundwater salinity of case 1 and 2.
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